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1. Introduction  

Accurate identification of important information from medical data is challenging in bio-science. 

The diagnosis of the sickness could be a crucial task in bio-science. There is an enormous quantity 

of medical diagnosing information accessible that can be used for quick and correct diagnosis of 

various types of health issues. Manual identification of diseases is vulnerable to human errors, 

unwanted biases, and time waste. Such delays and errors can be fatal for cancer patients. Data 

suggests that females are diagnosed more with breast cancer compared to all carcinoma [9]. 

Breast cancer is the abnormal growth of some cells within any part of a breast. Several diagnostic 

processes are available for the identification of carcinoma. Mammogram has been proposed to 

diagnose carcinoma [18].  Ultrasound [19] is also a very efficient technique for the identification of 

carcinoma. In this process, the wave of sound is distributed within a specific area of the body to 

observe the condition inside. Positron emission tomography (PET [14] imaging illustrates F-

fuorodeoxyglucose which allows doctors to get knowledge of the tumor’s position within the human 

body. 
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 Carcinoma is one of the scariest and most frequently occurring cancers 
nowadays among females. It affects nearly around 10% of females all 
over the world at some point in their lives. Although the cure for this 
cancer is currently obtainable, the treatment is not effective enough if the 
disease is not identified at the early stages. Generally, some contemporary 
medical tests: roentgenogram, breast ultrasound, biopsy, etc., are used for 
identifying breast cancer. As an alternative, researchers are exploring 
machine learning techniques for classifying tumors at different stages, 
e.g., benign and malignant. Classification and data processing strategies 
can be effective mechanisms for the prediction of cancer. In this paper, 
we analyze six classification models: Decision Tree, K Nearest 
Neighbors, Random Forest, Logistic Regression, Extra Trees, and 
Support Vector Machine on three different datasets. We applied simple 
principle component analysis (PCA) to reduce dimensions of the datasets. 
Experimental results show that Random Forest obtained the best 
accuracy, recall, and F1 score among the six classification techniques for 
all three datasets. We also find that data attributes and values are 
important for accurate classification. 
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It is created specifically for the recognition of traces of radio-labelled cancer. Flexman et al. [11] 

used dynamic tomography with the spread of cancer cells. Elastography [20]   is   a   recent   technique   

which   supports   imaging technology that can be used when carcinoma tissue supports more 

substantial than the adjacent regular functional tissue. In recent years, neural network [25], different 

types of computational intelligence techniques [1], predictive data mining [12] and support vector 

machine and ensemble classification [13] technologies are designed in many medical predictions. 

Current machine learning methods to detect breast cancer uses different types of Naive Bayes, 

Support Vector Machine (SVM), KNN, etc., and Xu et al. [27] reported the highest 98.53% accuracy 

on the University of Wisconsin Hospital dataset [26]. However, there is still room for improvement 

in carcinoma detection performance.  

In this paper, we have analyzed six machine learning classifier models: (i) Decision Tree (DT), (ii) 

K Nearest Neighbors (KNN), (iii) Random Forest (RF), (iv) Logistic Regression (LR), (v) Extra 

Trees (ET) and (vi) Support Vector Machine (SVM). We applied these models to three datasets to 

compare the performance of the classifier that is best suited to predict breast carcinoma at the very 

initial stage. We also compare our experimental results with alternative schemes that used a similar 

dataset. Our performance comparison shows that Random Forest outperformed the other five 

machine learning techniques with the best accuracy of 98.57%, 97.82% precision, and 100% recall. 

Additionally, our research work also makes an effort to evaluate the performance of three different 

datasets applying ensemble machine learning algorithms in terms of accuracy, precision, recall, and 

F1 score. We find the data quality is critical for accurate classification and applying similar 

techniques to different types of datasets may not be effective. 

The rest of the paper is organized as follows. Background is discussed in Section II. In Section III, 

we discuss data pre- processing and proposed mechanism. Then, the performance analysis is given 

in Section IV. Finally, we conclude the paper in Section V. 

2. Background 

In this section, we discuss the supervised machine learning algorithms which are analyzed in this 

paper. We also discuss Principal Component Analysis (PCA) which is used for data processing. 

A.  Supervised Learning Algorithms 

In supervised learning, known information is used to predict future unknown classes. Regression and 

classification are common ways in the supervised learning category [5]. In this paper, we evaluate 

the following six supervised machine learning algorithms. 

1) Support Vector Machine (SVM) is classification model that builds hyper-planes as decision 

surfaces to map training data to a high dimensional feature space. Classification of a test data 

is performed based on the feature space it is mapped to. 

2) K Nearest Neighbors (KNN) is a neighbors-based classification technique. KNN stores 

instances of the training data in terms of distance between data. Classification is computed 

using majority voting of the k nearest neighbors.  Euclidean distance is generally used for 

distance calculation. 

3) A Decision Tree (DT) model produces a sequence of rules that can be accustomed to classify 

the data. It works with categorical data, so continuous data are converted to discrete values 

for DT. There are several algorithms to build decision tree, e.g., ID3, C4.5, C5.0, CART, etc. 

4) Random Forest (RF) classifier is a meta-estimator. Using varied sub-samples of datasets, 

random forest matches a variety of decision trees and uses an average to enhance the 

predictive accuracy of the model. Random forest works well with high dimensional data. 
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5) Logistic Regression (LR) uses a logistic function that generates probabilities describing the 

possible outcomes of test data. It works on multiple iterations during training phase to find 

optimal co-efficient values for best prediction. 

6) The Extra Trees (ET) is another technique that generates a large number of unpruned 

decision trees from the training dataset and then uses these trees for classifications. The 

sampling of each tree is random without replacement. It computationally performs better 

compared to random forest 

B.  Principal Component Analysis 

Principal component analysis (PCA) is a feature extraction technique where we can drop least 

important variables. The main setup of PCA is to cut back the dimensionality of a dataset consisting 

of   the   various variables connected with each other [10]. Covariance matrix is calculated to identify 

correlations of variables. Using the covariance matrix, eigenvectors and eigenvalues are calculated   

and   then, eigenvalues   are   sorted. PCA is completed by transforming a variable set to a replacement 

set of variables that is remarked as the principal part (PCs). A number of   PCs   are   selected   that   

gives   the   best performance. Thus, PCA is used to reduce data dimension whereas keeping the 

maximum data quality. 

3. Proposed Mechanism 

In this section, we discuss the details of our proposed data pre-processing technique and experimental 

setup for the different machine learning models. 

A.  Data Pre-processing 

Data pre-processing is necessary to handle missing values, process outliers, and solve self-

contradiction. We use the mean of attributes to process absent data for a category. In addition, a 

random choice of data set is utilized to verify the correct circulation of data. The number of variances 

of the first data is calculated as the ratio between the variance of the residual data for the parts from 

one to nine; and therefore the variance of the initial data. 

Principal Component Analysis (PCA) is applied to reduce the dimensionality of the feature columns.  

We got nine features within the data for dataset-1 [26] (Section IV); therefore we needed to reduce 

the number of feature columns whereas maintaining the variance in data. We applied the variance as   

0.95.  By applying PCA, we transform the present set of features into a new set of reduced features 

for all three datasets. 

B.  Building Classification Models 

We built 6 different classification models for breast cancer prediction: (i) SVM, (ii) KNN, (iii) LR, 

(iv) DT, (v) RF, and (vi) ET. We discuss details in the following.  

1) SVM:  Parameter selection for kernel functions is important to the robust classification 

performance of SVM. It must be one of ‘linear’, ‘poly’, ‘rbf’, or ‘sigmoid’. If a callable is 

given, it is used to pre-compute the kernel matrix from data matrices. In our mechanism, we 

used 'poly' as kernel function.  

2) KNN: Here, K is the number of nearest neighbors which is the core deciding factor. In our 

mechanism, we found that K=20 is the best choice. 

3) LR:  LR does not really have any critical hyper-parameters to tune. In our mechanism, we 

used L-BFGS as a solver.  Regularization (penalty) can be helpful for better performance; 

we have used the penalty of l2. 
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4) DT: DT complexity has a crucial effect on its accuracy. In our mechanism, the tree 

complexity is measured by one of the following metrics: the total number of nodes, the total 

number of leaves, tree depth, and the number of attributes used. 

5) RF:  For RF, the most important parameter is the number of random features to sample at 

each split point (maximum features).  We have used bootstrap =   true, criterion = gini, 

maximum depth = 10, and maximum features = sqrt. Another important parameter for the 

RF is the number of trees (n-estimators). In addition, this should be increased until no further 

improvement is seen in the model. In our mechanism, the n-estimators value is 10. 

6) ET: ET implements a meta estimator that fits a number of randomized decision trees, i.e., 

extra-trees, on various sub-samples of the dataset and uses averaging to improve the 

predictive accuracy and control over-fitting. The number of trees can be set via the n-

stimators and we used 100. In our mechanism, parameter selection for ET is bootstrap =true, 

criterion = entropy, maximum depth = 40, and maximum features = sqrt. 

C.  Training and Testing Phases 

We applied our model to 3 different datasets. For each, the whole dataset is divided into training 

and test data. The model is built based on training data. Test data is used to analyze the trained model. 

We used k-fold cross-validation for our analysis.  Cross-validation is a technique used to minimize 

overfitting. In our study, we have used a k=10 to partition. 

Table 1. Experimental Setup 

Model Param Name Value 
SVM Kernel function poly 
KNN K 20 

 

LR 

Solver L-BFGS 
Penalty 12 

 

RF 

Max depth 10 
Criteria Gini 
n-estimator 10 

 

ET 

Max depth 40 
Criteria entropy 
n-estimator 100 

D. Performance Metrics 

We used several performance metrics to determine the performance of our machine-learning models. 

During this process, a confusion matrix is formed for actual data and predicted data. The confusion 

matrix is formed using TP, TN, FP, and FN as described below: 

1) TP: True Positive is the number of positive data that are predicted correctly. 

2) TN: True Negative is the number of negative data that are predicted correctly. 

3) FP: False Positive is the number of the negative data that are predicted positive incorrectly. 

4) FN: False Negative is the number of positive data that are predicted negative incorrectly. 

In this paper, we used accuracy, precision, recall, and F1 score [18] to measure the performance of 

our proposed models. 

1) Accuracy (Acc) is the quantitative relation of correctly predicted data to total data. 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
        (1) 

2) Precision (P) is the proportion of the data that are literally positive among all the predicted 

positives by the model. 

𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
         (2) 
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3) Recall (R) is the proportion of data that are literally positive among all positive data. 

𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
            (3) 

4) F1 Scores is the weighted average of precision and recall. Therefore false positives and false 

negatives are taken by this score into consideration.  F1 is helpful for evaluation compared 

to accuracy. 

𝐹1𝑆𝐶𝑂𝑅𝐸 =
𝑃 𝑥 𝑅

𝑃+𝑅
𝑥 2        (4) 

Table 2. Attributes of Dataset-1 

No. Attributes Domain 
1 Clump thickness 1-10 
2 Uniformity of cell size 1-10 

3 Uniformity of cell shape 1-10 

4 Marginal adhesion 1-10 
5 Single epithelial cell size 1-10 

6 Bare nuclei 1-10 
7 Bland chromatin 1-10 
8 Normal nuclei 1-10 
9 Mitoses 1-10 

Table 3. Attributes of dataset-2 where each attribute has 3 values: mean, largest and standard error 

No. Attributes Domain 

1 Radius Real 

2 Texture Real 

3 Perimeter Real 

4 Area Real 

5 Smoothness Real 

6 Compactness Real 

7 Concavity Real 

8 Concave points Real 

9 Symmetry Real 

10 Fractal dimension Real 

Table 4. Attributes of Dataset-3 

No. Attributes Domain 

1 Age 1-10 

2 Menopause 1-10 

3 Tumor size 1-10 

4 Inv nodes 1-10 

5 Node caps 1-10 

6 Deg malig 1-10 

7 Breast 1-10 

8 Breast quad 1-10 

9 Irradiat 1-10 

4. Performance Analysis 

A.  Dataset Description 

In this work, we used three datasets for performance analysis of the model. The datasets are: (i) 

Dataset-1: Wisconsin Breast Cancer Dataset [26], (ii) Dataset-2: Breast Cancer Wisconsin 
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(Diagnostic) Data Set [17], (iii) Dataset-3: Breast   Cancer   Dataset   of   University   Medical   

Centre, Institute of Oncology, Ljubljana, Yugoslavia [6]. All these datasets are publicly available. 

Dataset-1 [26] was created by Dr. William H. Wolberg, a physician at the University of Wisconsin 

Hospital, USA. The samples were analyzed based on a digital scan. This dataset contains 699 

instances where the cases are either non- cancerous/benign   or   infectious.   Among   all   instances, 

65.50% are from benign, and 34.50% are from malignant class. The benign cases are set as a positive 

category and the malignant cases are set as a negative category in our analysis. This dataset has 10 

attributes with domain values between 1 and 10. For instance, there are 3 attributes for radius: 

radius_mean, radius_se, radius_worst. All these 30 attributes have real values.  The attributes except 

the Identifier are shown in Table 2. 

Dataset-2 [17] consists of 32 attributes and the features are computed from a digitized image of a 

fine needle aspirate (FNA) of a breast mass. There are 569 instances where 212 (37.19%) are 

malignant and the other 357 (62.81%) are benign.  Except the Identifier and Class attribute, the rest 

30 attributes are based on 10 attributes where each attribute has 3 feature values: mean, highest and 

standard error. The attributes except the Identifier are shown in Table IIIs. 

Dataset-3 [6] consists of 286 instances with ten attributes. In this dataset, 29.72% instances are 

defined as malignant and the other 70.28% are defined as benign. This dataset contains categorical 

data. To fit this dataset in the proposed model, the One-Hot Encoding method is used. The class 

attribute of this dataset is defined as recurrence-events and no-recurrence-events. The attributes 

except the Identifier are shown in Table IV. 

B.  Experimental Results 

We implemented the proposed models using Python; a machine learning library, Scikit-learn [21], 

was used in our implementation for building the models. The dataset was divided into 10 partitions 

in each iteration for cross- validation. A confusion matrix for the six machine learning techniques is 

generated using TP, FP, TN, and FN. Using the confusion matrix, we calculated the accuracy, 

precision, recall, and F1 score for all the models. Fig.-1 summarizes the performance metrics for all 

six models for the three datasets. 

For Dataset-1 [26], we used 90% (629 instances) of the overall data to train all six models and the 

rest 10% (70 instances) for testing. The experimental results depict that random forest performed 

best among the 6 machine learning techniques with the best accuracy of 98.57%. Among the others, 

the accuracy of DT, SVM, LR, and KNN was 97.14%. ET got the lowest accuracy of 95.71% in our 

analysis. The precision for Random Forest is comparatively low (97.83%) but it achieved the highest 

recall (100%) and F1 score (98.9). Among others, DT has the highest recall of 100% while we see 

97.83% recall for SVM and LR. Overall, we can see that random forest performs best among these 

six models for Dataset-1 [26]. 

Dataset-2 [17] also gave similar performance like Dataset-1 [26] where RF and SVM performed the 

best with 95.91% accuracy, 96.3% precision, and 97.2% recall. KNN, LR, ET got 94.74%, 95.32%, 

and 95.32% accuracy. Decision tree performed worst with 93.57% accuracy, 94.94% F1 score. 

For Dataset-3 [6], the model performance is low; this is because this dataset contains categorical 

data. In this case, ET performed the best with 78.95% accuracy, 92.54% precision, and 86.11% recall. 

Even though RF performed best for the other two datasets, it achieved accuracy of76.84% for 

Dataset-3 with 78.48% recall. In this case as well, decision tree performed worst with 62.11% 

accuracy and 72.31% F1 score. 



ISSN 2714-7533 International Journal of Advanced Computing Science and Engineering 21 
 Vol. 5, No. 1, April 2023, pp. 15-24 

Linda Faridah et.al (Caribi Mobile Application Based on Radio Frequency Identification ...) 

We show a comparison of performance for all three datasets in Fig.-2. We can see that each model 

achieved the highest accuracy for Dataset-1 [26] compared to the other two datasets in our analysis. 

    

(A) Performance for Dataset-1     (B)  Performance for Dataset-2     (C) Performance for Dataset-3 

Figure 1. This figure shows the comparative analysis in terms of accuracy, precision, recall, and f1 score for 

the six machine learning models for (a) dateset-1, (b) dateset-2, and (c) dateset-3 respectively 

C.  Comparative Study 

A comparative study for breast cancer prediction of existing works which also used Dataset-1 [26] 

is illustrated in   Table V. Among these, the accuracy of Kernel-based orthogonal transform [27] was 

the best (98.53%). 

Azar et al. [2] studied the performance of different decision tree models to predict breast cancer and 

got the best accuracy of 97.07% for boosted decision tree. Local linear wavelet neural network 

(LLWNN [23] secured an accuracy level of 97.2%. On the other hand, Azar et al. analyzed different 

types of support vector machine models and got the best accuracy of 97.1429%, by Linear 

Programming SVM (LPSVM [3]. The proposed system in [15] included Naive Bayes, SVM, and J48 

maltreatment as classifier methodology to realize an accuracy of 97.13%. Latchoumi et al. [16] also 

used a weighted smooth SVM and got 98.42% accuracy. Sakri et al. [22] reported 81.3%, 80%, and 

75%, accuracy for Fast Decision Tree Learner (RepTree), NB, and KNNs using particle swarm 

optimization feature selection. In [4], with the assistance of gradient boosting, 91.7% accuracy was 

achieved by BBN, and BAN, and 94.11% gained for TAN. Chaurasia et al. [7] reported an accuracy 

of 97.36% using Naive Bayes. 

In our analysis for Dataset-1 [26], we found that the Random Forest model performs relatively higher 

than the other techniques with 98.57% accuracy, 97.83% precision, 100% recall, and 98.9 F1-score. 

If we compare existing techniques, Random Forest technique outperformed all of these in terms of 

accuracy. 

Table 6. Performance Measure by Using Ensemble Classifier 

Dataset Acc. Precision Recall F1 Score 

Wisconsin Breast Cancer Dataset [26]  
98.91 

 
99.27 

 
97.84 

 
98.55 

Breast Cancer Wisconsin (Diagnostic) 

Dataset [17] 
 

97.66 
 

99.03 
 

97.14 
 

98.08 

Breast Cancer Dataset of University 

Medical Centre [6] 
 

84.21 
 

95.71 
 

84.81 
 

89.93 

D. Performance Measure by Ensemble Classifier 

Table 5 shows the results of the ensemble model in contrast to the individual ML technique. Dataset-

1 has the highest accuracy when compared with other Datasets. For the ensemble classifier, we first 



22 International Journal of Advanced Computing Science and Engineering ISSN 2714-7533 

 Vol. 5, No. 1, April 2023, pp. 15-24 

 

Md. Arman Hussain Sujon et.al (Comparative Study of Machine Learning Models on Multiple Breast ...)  

train and test the dataset with the individual algorithms where we used 70% of the data for training 

and the rest 30% of data as test data. Evaluation of this ensemble approach is performed by some 

performance parameters such as accuracy, precision, recall, and F1-score. 

 

Figure 2. This figure shows the comparative analysis for the three datasets in terms of accuracy, precision, 

recall, and F1 score 

Table 5. Performance Comparison of Different Method for Breast Cancer Prediction 

No. Method Accuracy 

1 Kernel orthogonal transform [27] 98.53 

2 Single decision tree [2] 95.75 

3 Boosted decision tree [2] 97.07 

4 Decision tree forest [2] 95.51 
 

5 
Local Linear Wavelet Neural Network 
[23] 

 
97.2 

6 Linear Programming SVM [3] 97.14 

7 Lagrangian SVM [3] 95.42 

8 Smooth SVM [3] 96.57 

9 Proximal SVM [3] 96 

10 Lagrangian SVM [3] 96.57 

11 Standard SVM [3] 94.86 
 

12 
Weighted-Particle Swarm 

Optimization Smooth SVM [16] 

 
98.42 

13 -  a    e   ayse-J48 [15] 97.13 

14 a    e   ayes [22] 81.3 

15 Fast Decision Tree Learner [22] 80 

16 K-Nearest Neighbor [22] 75 

17 Bayes Belief Network [24] 91.7 

18 oosted   ugmented   a    e   ayes [4] 91.7 

19 ree   ugmented   a    e   ayes [4] 94.11 

20 a    e   ayes [7] 97.36 

21 Proposed Random Forest 98.57 
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Finally, we use the voting ensemble strategy that combines all predicted output to achieve greater 

accuracy. The result shows that the ensemble technique is more accurate at each performance 

parameter as expected.  Dataset-1 has the highest Precision 99.27%, Recall 98.55%, and F1 Score 

98.91% of all for predicting breast cancer. Using ensemble technique, we got 97.66% and 84.21% 

accuracy for Dataset-2 and Dataset-3 respectively. Based on our experimental result, we can say that 

Dataset-1 is the best among the three datasets for predicting the risk of developing breast cancer. 

5. Conclusion 

Early prediction of breast cancer can be beneficial for the survival of a patient. In this paper, we 

present a generic mechanism for feature selection and model building for the prediction of breast 

cancer. The proposed mechanism has been used to generate six different machine learning models, 

and three different datasets are used for comparative analysis. Among all these techniques, the 

Random Forest came out with the very best accuracy of 98.57% for the UC Irvine breast cancer 

dataset (Dataset-1). We also used the ensemble classifier with the voting technique and got the best 

performance for Dataset-1. The other two datasets are used to   compare   the   accuracy   and   

determine   the   model consistency. Experimental results show that the model works well for both 

numeric and categorical data. Our analysis shows that the quality of data is very important for breast 

cancer prediction, and numerical data is more useful than categorical data. This paper shows that 

machine learning techniques could be highly effective with a proper dataset for the early detection 

of breast cancer. 
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