Analysis of Eye Disease Classification by Comparison of the Random Forest Method and K-Nearest Neighbor Method
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1. Introduction

The eye as one of the main human senses plays a crucial role in carrying out daily activities and maintaining the quality of life is a very important basic concept [1]. The eye's primary function is as a light detection mechanism, allowing people to discern between light and darkness and forming visual perception, which allows us to view our surroundings. The retina is one of the most important components of the eye, as it converts light impulses into nerve signals, which are then interpreted by the brain as the images we see [2]. This process is at the heart of human visual abilities.

However, when there is an eye disease or illness, it might interfere with vision function and make it difficult to carry out normal tasks. Eye health issues, such as cataracts, glaucoma, and diabetic retinopathy, can range from mild to severe. Cataracts, for example, occur when the lens of the eye gets clouded, interfering with light entry and resulting in blurred vision. This can be caused by a variety of factors such as oxidation, ultraviolet radiation exposure, heredity, and nutrition [3].

Glaucoma is a series of progressive optic nerve disorders that, if left untreated, can cause eye damage and perhaps eyesight loss. The main risk factor is high ocular pressure, however, other
factors can play a role in the development of this condition [4]. Diabetic retinopathy is a diabetes complication that can result in permanent visual loss if not treated properly. A detailed eye examination, such as with an ophthalmoscope, is usually required to discover this condition [5].

The Ministry of Health's 2014-2016 Rapid Assessment of Avoidable Blindness (RAAB) Blindness Survey indicated substantial levels of blindness among people over the age of 50, with cataracts being the leading cause. This highlights the need for eye disease prevention and early detection to reduce blindness rates.

In the context of the complexity of this eye health problem, machine learning technologies such as Random Forest and K-Nearest Neighbor are emerging as effective solutions. Random Forest has the potential to develop excellent prediction models in identifying various types of ocular images due to its capacity to merge several decision trees. K-Nearest Neighbor, on the other hand, uses a technique based on data closeness to classify ocular pictures, allowing for early detection by comparing test data with existing training data. In this study, the performance of two methods for detecting eye diseases through eye image processing will be compared.

This project will also entail the development of a website that will allow users to upload retinal images and receive predictions regarding eye diseases using machine learning technologies. Thus, it is intended that this study would contribute to improving the quality of people's eye health, lowering the risk of preventable blindness, and identifying the most appropriate methodologies for classifying eye diseases. It is envisaged that by comparing the accuracy results of these two methodologies, the most efficient approach to overcoming complicated challenges linked to eye health would be determined.

2. Literature Review

Classification

Classification is a process or method of grouping objects or data into different types or classes based on the characteristics or characteristics of each object or data [6]. Classification is used to manage patterns and correlations between types or classes, as well as to develop mathematical or statistical models that may predict the type or class corresponding to a particular object or data.

Eye Diseases

The eye is one of the five senses that has a very vital role in human life, namely as an organ of vision [7]. When an eye disorder or disease occurs, the impact is very upsetting, and if not handled seriously, it can have major consequences on a person's quality of life. As a result, keeping eye health is critical in your everyday routine. Cataracts, glaucoma, and diabetic retinopathy are examples of eye diseases.

Python

Python is a simple but very flexible programming language [8], which is explained in its documents. Python is a dynamic programming language that is widely utilized in the development of applications in a variety of fields. This feature enables the creation of programs in multiple approaches at the same time. Graphical interfaces, for example, can be constructed using an object-oriented method, whilst data processing can be done using a functional or procedural approach.
Flask

Flask is a web framework created using the Python programming language and is included in the microframework category [9]. The main function of Flask is as a basic structure for developing web applications. With Flask, developers can create well-structured websites and manage the functionality of those websites more easily [10].

Accuracy

Classification accuracy is the ability of a model or algorithm to make correct predictions on the given data, measured in percentage form. The higher the accuracy, the better the model is at correctly classifying data [11].

Performance is a form of action, deed, or work, which has been achieved or carried out. Classification performance can be evaluated by calculating the performance values of accuracy, precision, recall, and F1Score [12].

\[
\text{Accuracy} = \frac{(TP+TN)}{(Total\ sample)}
\]  
\[
\text{Precision} = \frac{TP}{(TP+FP)}
\]  
\[
\text{Recall} = \frac{TP}{(TP+FN)}
\]  
\[
\text{F1 Score} = 2 \cdot \left( \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \right)
\]

Description:

TP = True Positive  
TN = True Negative  
FP = False Positive  
FN = False Negative  

3. Method

3.1. Random Forest

Random Forest (RF) is a machine learning method that builds classifier classes using supervised concepts. This algorithm integrates predictions from different decision trees [13]. The Random Forest approach can increase accuracy outcomes since it generates child nodes for each node at random [14]. This method is used to generate decision trees with root nodes, internal nodes, and leaf nodes by selecting attributes and data at random, random according to the existing provisions. The decision tree calculates entropy as a measure of attribute impurity first and then measures the resulting information [14].

To calculate the entropy value, use the formula in the equation below [15].

\[
\text{Entropy} (Y) = - \sum p(c|Y) \log 2 p(c|Y)
\]

Description:

Y = the case set  
p(c|Y) = the proportion of Y value towards class C.
3.2. K-Nearest Neighbor

K-Nearest Neighbors (K-NN), a simple and easy-to-implement algorithm in machine learning that is beneficial for tackling classification and regression problems [17]. K-NN searches for groupings of k objects from the training data that are most comparable to the objects in the test data [18]. This is akin to solving a new patient's problem based on the patient's prior experience. The Euclidean algorithm is used to compute the distance between neighbors, with the Euclidean distance formula calculated as the square root of the total of the attribute differences between two data records. K-NN is a classification method that classifies new test data using previously categorized training data.

Euclidean distance calculation [19].

\[ euc = \sqrt{\sum_{i=1}^{n}(pi - qi)^2} \]  

Description:

- \( pi \) = data sample/data training
- \( pi \) = test data / data testing
- \( i \) = data variable
- \( n \) = data dimension

3.3. Dataset

The dataset was collected through the official Kaggle website, which is a collection of images exhibiting various forms of eye disorders, such as Cataracts, Diabetic Retinopathy, Glaucoma, and Normal. This dataset contains 1038 images of Cataract type eye disorders, 1098 images of Diabetic Retinopathy, 1007 images of Glaucoma, and 1074 normal images. This research has the ability to...
provide in-depth insight into numerous types of eye disorders and enable the creation of a better understanding of the field of ophthalmology by employing this diversified dataset. In this study, 80% of the datasets were used for training and 20% for testing (844 images).

3.4. Systems Analysis

Based on input eye images, this new system can diagnose and predict many types of eye disorders using two classification algorithms, Random Forest (RF) and K-Nearest Neighbor (KNN). The RF model is set up to make judgments using 100 trees, with training data accounting for 80% of the dataset and testing data accounting for the remaining 20%. The KNN model, on the other hand, uses three nearest neighbors in the classification process and uses an 80% training data distribution, with the remaining 20% used as testing data.
4. Results

4.1. Login

![Login Image](image1)

**Figure 7. Login**

Users will be prompted to enter a username and password. If this combination is verified as correct by the system data, the user will be sent to the home page. Users are provided access to the linked content or features by going through this login process, making the login step a gateway that assures only authorized users can explore the main page and everything it has to offer.

4.2. Main page

![Upload Image](image2)

**Figure 8. Upload Image**

On this page, the user is expressly prompted to insert an image of the retina of the eye to be evaluated for prediction purposes. The system will process the image after the user successfully uploads it. If the image is correctly predicted, the prediction results in the image file name and the image itself being displayed to the user. This gives providers visual information about the prediction findings, as well as precise details about the photographs they provided and the associated prediction.
Users will see information or labels that describe the analysis results of uploaded retinal images. With this step, users will immediately gain insight into the predicted conditions or characteristics of the image.

4.3. Discussion

4.3.1. Random Forest Classification

Classification Report:

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>0.76</td>
<td>0.84</td>
<td>0.80</td>
<td>245</td>
</tr>
<tr>
<td>diabetic_retinopathy</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>220</td>
</tr>
<tr>
<td>glaucoma</td>
<td>0.68</td>
<td>0.62</td>
<td>0.65</td>
<td>183</td>
</tr>
<tr>
<td>cataract</td>
<td>0.74</td>
<td>0.70</td>
<td>0.72</td>
<td>196</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>accuracy</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.80</td>
<td></td>
<td></td>
<td>844</td>
</tr>
<tr>
<td>macro avg</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>844</td>
</tr>
<tr>
<td>weighted avg</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>844</td>
</tr>
</tbody>
</table>

The classification report includes an evaluation of a model's performance in four different classes: "normal," "diabetic_retinopathy," "glaucoma," and "cataract." Each class is analyzed using three main metrics, namely precision, recall, and F1-score. Precision indicates the extent to which the model's positive predictions are correct, recall measures how well the model identifies positive data, and the F1 score is a combination of the two. The report also lists the amount of data support within each class.

Furthermore, the entire model evaluation results are provided in the form of accuracy, which shows the overall percentage of data properly predicted by the model. In this scenario, the model attained an accuracy of 80%, proving its ability to appropriately categorize the data. The indicators above are also aggregated into a macro average (macro avg) and a weighted average (weighted avg), offering a full picture of model performance across all classes. Overall, this report provides extensive insight into the ability of the model to distinguish and categorize data into four different types.
4.3.2. K-Nearest Neighbor Classification

Classification Report:

<table>
<thead>
<tr>
<th>Class</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>0.61</td>
<td>0.67</td>
<td>0.64</td>
<td>245</td>
</tr>
<tr>
<td>diabetic_retinopathy</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>220</td>
</tr>
<tr>
<td>glaucoma</td>
<td>0.60</td>
<td>0.43</td>
<td>0.50</td>
<td>183</td>
</tr>
<tr>
<td>cataract</td>
<td>0.60</td>
<td>0.69</td>
<td>0.64</td>
<td>196</td>
</tr>
</tbody>
</table>

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>accuracy</td>
<td>0.70</td>
<td></td>
<td>0.70</td>
<td>844</td>
</tr>
<tr>
<td>macro avg</td>
<td>0.70</td>
<td>0.69</td>
<td>0.69</td>
<td>844</td>
</tr>
<tr>
<td>weighted avg</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>844</td>
</tr>
</tbody>
</table>

In the classification report, the performance evaluation of a model on four classes ("normal," "diabetic_retinopathy," "glaucoma," and "cataract") is presented through several important metrics. Precision, which measures how precisely a model's positive predictions are, varies between 0.60 and 0.97 for different classes. Recall, which shows how well the model identifies positive data, ranged between 0.43 and 0.97. The F1 score (F1-score), which combines both precision and recall, is in the range of 0.50 to 0.97.

When looking at overall accuracy, the model managed to correctly predict around 70% of the total data (844 data) evaluated. The "macro avg" and "weighted avg" metrics provide an average representation of key metrics across classes. Macro average (macro avg) reflects the overall average of metrics in each class without taking into account the data distribution. Meanwhile, the weighted average (weighted avg) gives weight to each class based on the distribution of the data.

Overall, this report shows that the model does an outstanding task of categorizing various classes, particularly "diabetic_retinopathy." However, there was some variation in performance among classes, with some classes, such as "glaucoma," having low recall. Even while the model's accuracy exceeds 70%, there is still potential for improvement, particularly in recognizing classes with lower recall.

4.3.3. Comparison of Classification Reports

1. General Accuracy

The Random Forest method achieves an accuracy level of 80%, while the KNN method achieves an accuracy of 70%. This shows that Random Forest has better performance in correctly predicting the presence of eye disease in the given dataset.

2. Precision and Recall

Precision in each class ranges from 0.68 to 1.00 in the Random Forest Method, while recall ranges from 0.62 to 1.00. This demonstrates that the model is capable of correctly classifying and identifying positive data in almost all classifications.
The KNN method, on the other hand, has greater fluctuation in precision and recall. Precision varied from 0.60 to 0.97, while recall was 0.43 to 0.97. This demonstrates that the KNN approach performs better in identifying and classifying data across several classes.

3. F1-Score

The F1 score combines precision and recall, providing a holistic picture of model performance in the face of trade-offs between the two metrics [20]. In both methods, the F1 score reflects the level of agreement between precision and recall in each class. Random Forest has a more consistent range of F1 scores, while KNN has greater variation.

4. Best and Worst Performing Classes

The class "diabetic_retinopathy" achieves perfect precision and recall (1.00) in the Random Forest Method, demonstrating outstanding performance in recognizing and categorizing this class. The "glaucoma" class, on the other hand, showed poorer precision and recall (0.68 and 0.62, respectively), indicating difficulties in data classification in this class.

The "diabetic_retinopathy" class exhibits good precision and recall in the KNN approach as well. The "glaucoma" class, on the other hand, had a low recall (0.43), showing difficulties in detecting positive data for this class.

5. Accuracy vs. Accuracy Considerations

The Random Forest method is more accurate, but the KNN method has more variability in precision, recall, and F1 score. This demonstrates that, while KNN may not always give accurate predictions, its performance in recognizing diverse classes is substantially more constant.

A comparison of these two methods reveals that none is perfect in every situation. In general, the Random Forest approach offers more constant performance and a better level of accuracy. However, the KNN method has significant advantages, particularly in giving more consistent predictions for most classes. The approach chosen is determined by the features of the dataset, the application requirements, and the trade-off between accuracy and consistency in classification.

5. Conclusion

In this study, two extensively used methods for classification, Random Forest (RF) and K-Nearest Neighbor (KNN) were compared in the context of eye disease detection using image datasets with four different classes. According to the research findings, Random Forest has an accuracy rate of around 80% with 100 trees, whereas KNN has an accuracy rate of around 70% with K=3. In other words, in this dataset, Random Forest succeeds at classifying eye disorders. However, KNN has several advantages, particularly in making more consistent predictions across multiple classes. In conclusion, Random Forest performs better when dealing with the complexities of image fluctuations associated with eye illness. The findings of this study suggest that Random Forest is a promising method for classifying eye diseases based on picture data; however, more research is needed to gain a greater understanding of the subject matter.
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