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Abstract—Deep learning was developed as a realistic artificial intelligence technique that takes in numerous layers of information and 

produces the best results in various classes. Deep learning has demonstrated excellent performance in several areas, particularly image 

classification, object detection, and recognition. The convolutional neural network (CNN) is one of the algorithms that relies on deep 

learning in its work. It has proven its effectiveness in classifying images with high efficiency in various fields, including medical images 

and their diagnoses, as well as face recognition. In this paper, the focus was on images to alert new researchers to their effects on the 

performance of CNN in terms of the number of classes that existed within the database, in addition to the impact of incorrect 

classification of images by the source on the classification result and the necessity of adopting reliable and correct sources of data to 

avoid inaccurate results. A group of face images has been used, and three experiments on them were conducted using all existing classes 

with reduction. The results showed a significant improvement in the performance of the algorithm whenever the number of classes was 

reduced. The best result was when only two classes were chosen for classification, reaching a validation accuracy of 85%. 
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I. INTRODUCTION

Since the 1950s, a small portion of artificial intelligence, 

known as machine learning, has revolutionized various areas. 

A neural network is a subfield of machine learning, and it was 

from this topic that Deep Learning (DL) began [1]. Since its 

beginnings, DL has caused ever-increasing disruptions, 

demonstrating exceptional performance in practically every 

application sector [2]. A Convolutional Neural Network 

(CNN) is one of the DL algorithms that typically analyzes 

visual input like images and movies. CNNs have transformed 

the area of computer vision by achieving cutting-edge 

performance in a variety of applications [3]. 

The key idea behind CNN is to exploit the spatial structure 

of the input data. Traditional neural networks process the 

entire input data as a flat vector, ignoring any spatial 

relationships. CNN, on the other hand, takes advantage of the 

local correlations present in the data by using a special type 

of layer called a convolutional layer [4]. It is widely used in 

various real-life problem-solving scenarios, particularly in the 

field of computer vision to solve real-world problems like 

image classification [5], where CNN excels at image 

classification tasks because it can accurately identify and 

categorize objects within images. It has been used in 

applications such as autonomous driving (to detect 

pedestrians, traffic signs, and other vehicles) [6], medical 

imaging (to diagnose diseases from scans) [7], [8], [9], and 

facial recognition systems [10]. 

Also, it can perform pixel-level segmentation for semantic 

segmentation, where each pixel in an image is classified into 

specific classes or categories. This technique is proper in 

medical imaging (for tumor segmentation) [11], autonomous 

vehicles (to identify drivable areas and obstacles) [12], and 

image editing tools (for background removal and image 

manipulation) [13]. While CNN is primarily used in computer 

vision, it can also be applied to Natural Language Processing 

(NLP) tasks such as text classification and sentiment analysis, 

especially for tasks involving text that has a grid-like 

structure, such as character recognition in handwriting or 

document analysis [14], [15], in addition to other fields. 

The CNN algorithm is applied to databases that contain a 

different number of classes. In research [16], the researcher 
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employed deep learning technology to identify melanoma on 

a three-class dataset. Melanoma is a form of skin malignancy. 

The suggested model differentiates between benign lesions, 

superficial spread, and nodular melanoma. This enables early 

viral detection and the prompt isolation and treatment 

required to prevent future spread. Deep learning (DL) and 

non-standard machine learning techniques are exemplified in 

the deep layer structure of the CNN's neural network 

algorithms, demonstrating the CNN algorithm's performance 

with 88% accuracy compared to other algorithms. 

In paper by [17], a database of brain tumors consisting of 

four classes was used, namely (GLIOMA, MENINGIOMA, 

NO-TUMOR, and PILUITARY). A three-step preprocessing 

method is presented, as well as a novel Deep Convolutional 

Neural Network (DCNN) architecture for glioma, 

meningioma, and pituitary tumor identification. The approach 

employs (batch normalization) to allow for faster training 

with a greater learning rate and to simplify weight 

initialization. A few convolutional layers, max-pooling 

layers, and training iterations are included in the suggested 

design. The proposed designs were compared to the other 

models discussed in this paper. The overall competitive 

accuracy is 98.22% when evaluated on a dataset of (3,394) 

MRI pictures, with 99% recognizing glioma, 99.13% 

detecting meningioma, 97.3% detecting pituitary, and 97.14% 

detecting normal images. 

In research by [18], the researchers used two facial 

expression databases and described a unique technique based 

on hierarchical DL, with the first base (CK+) consisting of 

seven expressions and six emotions (anger, disgust, fear, 

happiness, sorrow, and surprise) being used as experimental 

data. Furthermore, the (JAFFE) collection includes gray-scale 

frontal facial expression images of ten women, each with a 

distinct facial emotion (anger, disgust, fear, joy, sadness, 

surprise, and neutral). The feature produced from the 

appearance feature-based network is fused with the geometric 

feature in a hierarchical structure. The proposed method was 

compared to other current algorithms for the 2 datasets, and 

the ten-fold cross-validation results show that the CK+ dataset 

is 96.46% accurate. 

In a study by [19] researchers created a computationally 

efficient and scalable deep learning model utilizing CNN for 

autonomously identifying diabetic retinopathy (DR). It is a 

diabetic eye complication that causes impaired vision or 

blindness. For autonomously diagnosing DR, the researcher 

employed a computationally efficient and scalable deep 

learning model based on CNN. To boost accuracy, several 

preprocessing methods are employed, and a transfer learning 

strategy is utilized to accelerate the process. The investigation 

made use of the online fundus picture collection. Kaggle 

datasets are divided into five categories (none, mild, 

moderate, severe, or proliferative). The computer simulation 

generated a comparatively high F1 score of 93.2% for stage-

based DR categorization as the conclusion of relevant 

performance criteria. 

In this paper, the effect of the number of classes in the 

database on the classification accuracy of the CNN algorithm 

was studied. A database containing a large number of classes 

specific to facial expressions was chosen. The algorithm was 

applied to all 8 classes, then reduced the number to 4, and 

finally to 2. The results showed a clear difference in the 

performance of the algorithm. 

II. MATERIALS AND METHOD 

The proposed method involves creating a database of 

images that encompasses a wide range of classes, thereby 

achieving the research aim. The second step consists of 

processing these images for ease of use and then classifying 

them using the CNN algorithm. The working method is shown 

in (Fig. 1), and the steps below explain the mechanism in 

detail. 

 
Fig. 1 Flowchart of the proposed work.  

A. Dataset  

The dataset obtained from AffectNet [20], The AffectNet 

collection comprises images gathered from the Internet by 

searching three search engines with 1250 emotion-related 

keywords in 6 languages. The existence of 8 distinct facial 

expressions (categorical model) and the strength of valence 

and arousal (dimensional model) are manually annotated in 

about half of the recovered pictures. The remaining images 

are automatically labeled with an average accuracy of 65% 

using a ResNext Neural Network trained on all hand-

annotated training set samples. 

The data consists of 8 labels: 1. Neutral, 2. Happy, 3. Sad, 

4. Surprise, 5. Fear, 6. Disgust, 7. Anger, 8. Contempt. And 

the total of these pictures is approximately 27,000, divided 

into categories according to the following Table 1, and Figure 

2 shows a sample of the categories.  

TABLE I  

CATEGORIES OF FACE EXPRESSIONS. 

Facial Expression Number of images 
Percentage of 

Total (%) 

Neutral 5,132 18.6 

Happy 5,043 18.3 

Sad 3,430 12.4 

Surprise 4,296 15.6 

Fear 3,622 13.1 

Disgust 2,660 9.6 

Anger 3,638 13.2 

Contempt 3,179 11.5 

Total 27,000 100 
 

The table presents the number of images for each facial 

expression category in a dataset of 27,000 images. The most 

common expressions are Neutral (5,132 images) and Happy 
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(5,043), each making up about 19% of the dataset. Disgust has 

the fewest images (2,660), followed by Contempt (3,179), 

which may indicate class imbalance. Other emotions like Sad, 

Surprise, Fear, and Anger are moderately represented, ranging 

from about 12% to 15%. This distribution suggests a 

relatively balanced dataset with slight underrepresentation in 

certain emotional categories. 
 

 
 

Fig. 2 Sample of the face categories. 

B. Image Preprocessing 

Image preprocessing improves the quality of input data and 

provides more helpful information for training models. 

Consequently, it can enhance the performance of deep 

learning models and reduce training time [21]. It enables 

several operations to be performed on an image before it is 

fed into a deep learning model. Among the main benefits of 

preprocessing are: noise reduction, dimensionality reduction 

to reduce the image size and therefore reduce training time 

and increase analysis speed, edge enhancement to improve the 

quality of the image's edges and improve the differentiation 

of objects and features within the image,  color conversion to 

improve the appearance of the image,  Increased data diversity 

by making changes to the input images, such as rotating, 

flipping, resizing, adjusting contrast, and distorting them in a 

known way [22]. This helps improve the model's ability to 

recognize different objects and features in the images [23]. 

In the proposed work, the train_data object was configured 

to apply various transformations to the training images, 

including rescaling, rotation, horizontal and vertical shifts, 

shearing, and zooming. These transformations can help the 

model learn to be more robust to variations in the training 

data.The validation_data object was configured only to 

rescale the validation images since data augmentation is not 

typically applied to the validation set. 

C. Convolutional Neural Network (CNN) 

CNN is a type of artificial neural network that is 

particularly well-suited for image processing and analysis 

tasks, it is based on the idea of using a series of convolutional 

layers to extract and transform features from input images, 

which are then used to perform classification or other tasks 

[24]. The basic architecture of a CNN consists of several 

layers, shown in (Fig. 3), including convolutional layers, 

pooling layers, and fully connected layers. The input to the 

network is a 2-dimensional array of pixel values that 

represents an image, and the output is a prediction or 

classification of the image based on its features [25]. 

A convolutional layer is often the first layer in a CNN, and 

it applies a collection of filters to the input picture to extract 

important information. Each filter performs a convolution 

operation on the input image, sliding over it in a process 

known as "convolution". The output of this layer is a set of 

feature maps, which represent different aspects of the image 

[26]. The next layer in a CNN is typically a pooling layer, 

which decreases the spatial dimensions of the feature maps by 

subsampling them. This reduces the number of parameters in 

the network and can help to prevent overfitting [27]. 

 
Fig. 3  The basic architecture of CNN algorithm 

 

During training, the weights of the network are adjusted to 

minimize the error between the predicted output and the true 

output. This is typically done using a technique called 

backpropagation, which computes the gradients of the loss 

function with respect to the weights of the network and 

updates them accordingly [28], [29]. 

In this paper, 2 convolutional layers, 2 max pooling layers, 

and 2 dense layers were used as shown in (Fig. 4) and trained 

using the ImageDataGenerators train_generator and 

validation_generator created previously. 

 
Fig. 4 Architecture of the proposed CNN 

 

The architecture of the model is defined using the 

Sequential API of Keras. The first 2 layers are convolutional 

layers with 64 filters each, a filter size of (3x3), and a ReLU 

activation function. The input shape of the first layer is 

specified as (224, 224, 3). After each convolutional layer, a 

max pooling layer with a 2x2 pool size is added. The output 

of the max pooling layer is flattened and fed into a fully 

connected (dense) layer with 128 neurons and a ReLU 

activation function. Finally, a dense layer with output neurons 

and a softmax activation function is implemented to output 

the predicted class probabilities. 

The Adam optimizer with a learning rate of 0.0001 and a 

categorical cross-entropy loss function is used to build the 

model. The accuracy metric is also supplied to track the 

model's performance during training. The model is trained 

using the fit method of the model object with 100 steps per 

epoch, 30 epochs, and a batch size of 64. The train_generator 

and validation_generator are used as input data for the model, 

and the dataset was divided into a training set of 75% and a 

validation set of 25%. 

To achieve the goal of the research and to demonstrate the 

effect of increasing the number of classes on the resulting 

accuracy of the CNN algorithm, three experiments with the 

same settings were conducted. The first experiment included 

the use and classification of all eight classes in the database, 

which are (Happy, Sad, Neutral, Surprise, Fear, Disgust, 
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Anger, Contempt), and extracted the accuracy. In comparison, 

in the second experiment 4 classes (Anger, Surprise, Sad, 

Happy) were chosen, and in the last experiment only 2 classes 

(Happy, Sad). 

D. Evaluation Stage 

Accuracy is a performance metric used to measure the 

effectiveness of a machine learning model [30]. It reflects the 

proportion of correct predictions made to total predictions 

produced by the model. In other words, accuracy is the 

fraction of properly identified occurrences in the dataset out 

of all instances. 

III. RESULTS AND DISCUSSION 

This part discusses the research results and provides a 

thorough discussion. Google Colab was used to run all 

experiments, which is a Python-based integrated development 

environment used for deep learning, data analysis, and 

scientific programming based on the Jupyter Notebook 

environment. The results showed a significant difference in 

accuracy between all experiments in terms of training and 

evaluation. As shown in Table 2 and Fig. 5, all experiments 

were done on the same settings related to image processing 

and algorithm, using only 30 epochs. 

TABLE II  

PERFORMANCE OF THE CNN MODEL WITH DIFFERENT CLASSES. 

Dataset 
Training 

loss 

Training 

accuracy 

Validation 

loss 

Validation 

accuracy 

Dataset 

with 8 

classes 

1.784 35% 1.884 30% 

Dataset 

with 4 

classes 

1.019 55% 1.319 44% 

Dataset 

with 2 

classes 

0.3047 87% 0.3262 85% 

 
Fig. 5 Visualization of the accuracy between the three experiments 

 

When the model is trained on a dataset with 8 classes, the 

training accuracy and validation accuracy are relatively low 

at 35% and 30%, respectively. This suggests that the model is 

struggling to learn and distinguish between the various 

classes. However, when the number of classes in the dataset 

is reduced to 4, the accuracy of the model improves 

significantly, with a training accuracy of 55% and a validation 

accuracy of 44%. This suggests that reducing the number of 

classes in the dataset makes it easier for the model to 

distinguish between them. 

Furthermore, when the number of classes in the dataset is 

reduced to 2, the accuracy of the model improves even further, 

with a training accuracy of 87% and a validation accuracy of 

85%. This suggests that the model performs better when there 

are fewer classes to distinguish between. It is also possible to 

note the training loss and validation loss, which are metrics 

used to evaluate the performance of the CNN for the three 

groups, where the difference was evident, as shown in Figure 

6. For the first dataset with eight classes, the training loss was 

1.784 and the validation loss was 1.884. This indicates that 

the model struggled to learn the patterns in the data, and the 

validation loss was higher than the training loss, which 

suggests overfitting. For the second dataset with four classes, 

the training loss was 1.019 and the validation loss was 1.319. 

These values were lower than those of the first dataset, 

indicating that the model improved in learning the patterns in 

the data. However, the validation loss was still higher than the 

training loss, suggesting overfitting. For the third dataset with 

two classes, the training loss was 0.3047 and the validation 

loss was 0.3262. These values were the lowest among the 

three datasets, indicating that the model effectively learned 

the patterns in the data and generalized well to new, unseen 

data. 

Overall, these results suggest that the number of classes in 

the dataset plays a crucial role in determining the accuracy of 

the CNN model, with a smaller number of classes generally 

leading to better performance. 

 

 
Fig. 6 Visualization of the training and validation loss between the three 

experiments 

 

In addition to the number of classes, the quality of the 

dataset itself can be a reason for decreasing accuracy. For 

example, when looking at a sample of the images of the 

expression of surprise, as in Figure 7, we notice that not all 

expressions are clear. The algorithm may misunderstand 

them, leading to confusion in their performance. When there 

are more classes in the dataset, it can become harder for the 

CNN model to effectively learn and distinguish between 

them, especially if the classes are similar or have overlapping 

features. This can lead to increased confusion and 

misclassification, resulting in lower accuracy scores. 

On the other hand, when the number of classes in the 

dataset is reduced, it can become easier for the CNN model to 

learn and distinguish between the classes, leading to higher 

accuracy scores, so A high-quality and diverse dataset with 

well-labeled and representative samples can help the model 

better learn and generalize patterns across different classes, 

leading to higher accuracy scores. 
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Fig. 7 Sample of the expression of surprise 

IV. CONCLUSION 

Convolutional neural networks are one of the most widely 

used deep learning algorithms in various fields, offering high 

efficiency. Most of the previous research focused on image 

processing methods and adjusting the number of 

convolutional layers in the algorithm to improve its 

performance. In this research, the effect of the database itself 

on the performance of the algorithm was studied in terms of 

the number of classes within the database. A database with 

many courses was used, and in three stages, the number of 

classes was reduced to note how it could affect its 

performance. The results demonstrate that reducing the 

number of classes in a dataset can lead to improved accuracy 

in the CNN algorithm, as the model is better able to 

distinguish between smaller numbers of classes. 
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