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Abstract—The emergence of social media has radically changed the nature of information production, dissemination, and consumption. 

Alongside its advantages, the diffusion of misinformation has become a major threat to debate, democratic processes, and social 

cohesion. The following paper presents an extensive review of typologies of fake news, drawing on existing scholarship that categorizes 

fake news as satire, propaganda, disinformation, misinformation, manipulation, rumor, crowdturfing, hate speech, spam, trolls, and 

cyberbullying. The two categories are discussed with respect to their purpose, precision, and influence on users. The role of bots and 

computational propaganda, which automate and amplify the spread of misleading content on the internet, particularly during sensitive 

periods when politics is salient, is also examined. The paper identifies several shortcomings of existing platform moderation systems, 

which largely fail to block the real-time dissemination of dangerous content. In a reaction, the paper highlights the important work of 

information professionals, i.e., journalists, teachers, educators, librarians, and specialists in digital media, being able to reduce the 

dissemination of false information. They are tasked with fact-checking, source validation, media literacy, and citizen empowerment in 

the assessment of online information. In addition, the paper promotes the development of more resilient AI-based detection mechanisms 

that can respond quickly to the proliferation of harmful content. Finally, the research is expected to foster a more aware and less 

vulnerable world, prepared to meet the challenges of the digital information era through technological devices and human knowledge. 
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I. INTRODUCTION

On occasion, fake news manifests as news fabrication: the 

publication of unverified and inaccurate material in the form 

of conventional news stories. Since fake news is often created 

solely to mislead readers, readers face a more difficult task in 

assessing the veracity and credibility of such stories, as the 

misinformation is often highly similar to legitimate news and 

is often published by non-news outlets. Social media is the 

most preferred platform when it comes to the spread of false 

news, and fake news is often mixed up with genuine news 

because of the nature of the platforms it engages in, using the 

ecosystem of real-time propaganda on social media, as well 

as the style of composition found in its articles. In such a 

virtual ecosystem, bots provide an information network based 

on fake news and use algorithms to identify readers most 

vulnerable to false information, subjecting them to increasing 

doses of it [1].  

As readers seek to corroborate the news, they may turn to 

another website that reports the same fake news, thereby 

reinforcing their belief in its content. This trend of pushing 

creates the impression among readers that a significant 

number of individuals are simultaneously reading fake news. 

The type of fake news is manipulation, i.e., the transformation 

of images or videos, which is primarily the case. This type of 

fake news is usually produced through the manipulation, 

splicing, compositing, and alteration of films and images in 

order to spread misleading information. 

Most social media platforms strike a balance between free 

speech and content moderation when fake news goes live, 

allowing the content to be released while restricting its 

distribution and access [2]. Social media platforms such as 

Facebook and Twitter have implemented reporting tools to 

screen and limit the reach of such inappropriate content. 

When a user encounters harmful comments in a piece of fake 

news while using the software, they can report the article to 

the platform's censors. The censors will review the article to 

determine whether it is accurate and act accordingly. 
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Nevertheless, even consumers who currently report this 

erroneous information may be influenced by the censoring-

review process. This is because other individuals can still read 

the content even when it is not considered dangerous, and the 

reporting system is time-consuming. In this case, social media 

platforms require a more robust automated blocking system to 

ensure compliance with tweets. Thus, offensive comments 

will be reduced, and the content push can be lower initially 

[3]. 

The study examines how information and media 

professionals can address the issues of false news and 

misinformation that have become prevalent on social media. 

With the rise of misinformation and fake news in the digital 

era, the role of information professionals is increasingly 

important. In this paper, the point is that practitioners should 

be equipped with the skills to critically evaluate information 

and to distinguish reliable from unreliable sources. The 

purpose of this study is to contribute to the ongoing fight 

against misinformation and to foster a more knowledgeable 

and digitally competent citizenry. 

II. MATERIALS AND METHODS 

Tandoc et al. [9] identified six categories of fake news: 

news parody, news satire, fabrication, manipulation, 

propaganda, and advertising. All of them can be characterized 

by the factors of facticity and intention: some exhibit high 

facticity and deceptive intentions, whereas others exhibit low 

facticity and deceptive intentions [4]. Communication 

scholars identify three typologies that are alike. There are 

seven types of fake news: satire or parody, inaccurate 

information, imposter, fabricated information, false 

connection, false context, and pixel-edited information [5]. 

According to Haque [6], the four types of fake news 

include disinformation, misinformation, hoaxes, and rumors. 

Ouedraogo classified fake news on social media into six 

categories: malicious false news, neutral false news, satirical 

news, disinformation, misinformation, and rumor [7]. These 

two studies, like the four other studies, are less concerned with 

the thematic issues of fake news. According to Khan et al. [8], 

fake news comprises five different types of content: clickbait, 

satire and parody, propaganda or sloppy news, and biased or 

partisan news  

The counterfeit reflects in this typology. It employs the 

news typology proposed by Tandoc et al. [9] and provides a 

more journalistic definition of fake news. According to 

Nielsen and Graves, they examined five categories of fake 

news (i.e., satire, poor journalism, propaganda, advertising, 

and false news). Two major weaknesses of these typologies 

are that they are highly proximate and share similar types 

(e.g., satire and false news) to identify fake news, and, 

furthermore, they are more preoccupied with claims than with 

specifics. The topics of fake news. Two additional studies 

suggested typologies of fake news, establishing links between 

fake news and rumor, misinformation, and disinformation 

[10]. To gain a clearer understanding of fake News on social 

media, it is recommended to classify the types of Fake news 

as follows, although the division is not exhaustive. 

1) Inadvertently Disseminated Disinformation: Not all 

misinformation is conveyed with the intention of tagging on 

to the recipients. Benign and regular users may also contribute 

to its spread simply because they trust sources of information, 

such as friends, family, colleagues, or even influential users 

within the social network. They never want to lie, but they do 

so to inform their friends in society or on social networks 

about a particular issue or situation. This is evidenced by the 

widespread misinformation about Ebola [11]. 

2) Intentionally Spread Misinformation: Certain 

misinformation is even purposefully disseminated so as to 

mislead its recipients, and that was the reason that induced the 

heated debate regarding misinformation and fake news that 

occurred recently. The popularization is typically followed by 

writers and groups of coordinated spreaders, who are likely to 

have a clear goal and agenda in compiling and promoting the 

misinformation. The most common cases of intentionally 

spread misinformation are conspiracy theories, rumors, and 

fake news that were widely discussed in 2016, around the time 

of the Presidential Elections. Such fake-news creators as Paul 

Horner have taken responsibility for multiple pieces of fake 

news that went viral in 2017 [12]. 

3) Urban Legend: Urban legend is something like fake 

information that is willingly propagated and connected to 

fictional tales concerning local phenomena. It may sometimes 

serve as entertainment. 

4) Fake News: Fake news is misinformation in the form 

of news that is deliberately distributed. Current events 

indicate that misinformation, when disseminated through 

news and social media, may be treated as propaganda and can 

go viral [13], [14].  

5) Unverified Information: Our definition also entails 

unverified information, which at times may be valid and 

accurate. Information that has not yet been confirmed is 

unconfirmed, and information confirmed as false or 

inaccurate constitutes misinformation. It can produce effects 

similar to those of other forms of misinformation, including 

fear, hatred, and astonishment. 

6) Rumor: Rumor refers to unconfirmed information that 

may be real (true rumor). The deaths of numerous ducks in 

Guangxi, China, from avian influenza is an instance of the real 

rumor [15]. It was once a persistent rumor until the 

government confirmed it [16]. Another similar case of avian 

influenza, which was found to be untrue, was that some 

individuals had been infected after consuming well-cooked 

chicken meat [17]. 

7) Crowdturfing: The concept of crowdturfing derives 

from astroturfing, which implies that the campaign conceals 

those behind it. Sponsors, in order to make it appear as if they 

were brought in by grassroots participants. Crowdturfing, also 

known as crowd-sourced astroturfing, is the practice of 

acquiring online support. As with unverified information or 

rumors, the information advertised through crowd-turfing 

may be true; however, the popularity it receives from 

crowdsourcing workers is false and unjustified. There are 

instances of misinformation with undesirable consequences, 

and such cases are often attributable to crowdturfing. It is 

straightforward to find crowdsourcing workers online through 

platforms such as Zhubajie, Sandaha, and Fiverr. It has been 

alleged that crowd-turfing has been used to target specific 

politicians [18]. 
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8) Spam: Spam refers to unsolicited data, which unduly 

concentrates on its users. It has been observed across various 

platforms, including instant messaging, email, and social 

media. 

9) Troll: The other type of misinformation that we are 

concentrating on is the troll. A troll is intended to disturb and 

dispute one group of people. Unlike other forms of 

misinformation that attempt to persuade their audiences, 

trolling aims to heighten friction among ideas and, ultimately, 

to foster hatred and widen the rift. Being trolled is one 

example of how the likelihood that a median voter would cast 

their vote is brought to life. In 2016, the troll army that had 

purportedly been placed under orders by the Russian 

government was found to be engaged in trolling at crucial 

election times [19]. 

10) Hate speech: Hate speech is an abusive script that 

presides over social media that is both prejudiced and 

threatening to some groups of people. The interactions 

between the 2016 presidential elections and hate speech 

against certain groups that are legally protected became very 

dynamic, and the day of the elections proved to be the day 

when hate speech was at its climax [20]. 

11) Cyberbullying: Cyberbullying is the type of bullying 

occurring online, most often in social media, which can 

include any kind of misinformation, including rumors and 

hate speech. Social network use, in itself, can be a sign of 

societal problems. Investigating whether global social media 

usage correlates with a country-by-country assessment of 

political stability found a strong negative correlation, with 

correlations in developing countries stronger [21]. Online 

social networks (OSNs) have become a primary source of 

news, and while they enable instant communication, the 

spread of misinformation remains a complex issue [22]. Trust 

in social networks as an information source is increasing [23], 

[24]. 

The mass-scale spread of political messages, 

misinformation, and malware links requires little to no effort, 

involves no major figures, and entails no expensive traditional 

advertising campaigns. Studies show that bots on social media 

platforms have played a crucial role in shaping recent political 

events. Computational propaganda has become a primary 

weapon among political warriors, and bots are now the go-to 

technology. In contrast to traditional propaganda, 

computational propaganda relies on the decentralized 

dissemination of content and anonymity, making it more 

difficult to perceive and control [25]. It also affects public 

health, and bots have already been found spreading health-

related misinformation and advertisements [26]. The most 

widely researched type of malicious bots is continuously 

evolving [27]. A botmaster typically operates these bots and 

controls their activities. 

Mendoza et al. [28] also discussed the problem of 

differentiating between trustworthy and unreliable sources of 

information in the new social media. When discussing the 

increasing access to information, authors also note that 

people's knowledge of important issues has not evolved as 

quickly, largely due to the widespread circulation of rumors, 

conspiracy theories, and other forms of misinformation across 

social platforms. The fractured and fragmented news media 

have also given rise to the presence of "competing and often 

chaotic voices," and social media have thus been used to 

spread political agendas and fake news, and social media 

activity has been used to amplify such misinformation and 

propaganda, resulting in incivility and polarization. 

A fact is a very assertive statement by a person of 

prominence who is also powerful enough to make it in as far 

as social media is concerned, and because it is a fact, it is 

therefore right. This, however, also allows the journalist to 

avoid fact-checking the statement by presenting it as 

something that cannot be verified. Thus, the importance of 

information verification in the work process can be 

overlooked in favor of prioritizing newsworthiness. Very 

similar responses were given by respondents regarding 

official institutions (e.g., state offices, the government). In the 

third developed episode, the respondents' information was 

presented in the form of a tweet and a blog post by the 

Estonian Veterinary and Food Board. This Twitter account 

had a single follower, although the tweet received seventy-

eight retweets, indicating the extent of information sharing on 

social media. The respondents who detected the discrepancy 

would have continued to search for the original tweet and to 

confirm the information with the Board. The manipulated 

content would have been recognized [29].  

Specifically, the inadequacy of social media competencies 

manifested as a lack of awareness that official accounts may 

be hacked or contain fake or impostor information. It means 

that journalists have the skills about social media as 

consumers, but they might lack the expertise to use them 

during fact-checking [30]. 

III. RESULTS AND DISCUSSION 

Studying the various types of fake news and their spread 

across social media demonstrates an intricate issue that 

concerns both technological and human-related factors. 

Despite enabling user-generated content, social media has 

also been a breeding ground for disinformation, whether 

knowingly or unknowingly. Different typologies, such as 

satire and manipulated content, hate speech, and 

crowdturfing, demonstrate that misinformation is not one-

dimensional but exists in various forms and for different 

purposes. This complexity tends to make detection and 

mitigation difficult, especially in real time. 

Another important conclusion is that automated systems 

and bots play a central role in the spread of misinformation. 

These bots also tend to behave like humans, can easily 

integrate into online communities, and can spread misleading 

information effectively. These bots also cause polarization, 

incivility, and confusion, especially during elections and 

public health crises. 

Facebook and Twitter have established platforms and 

frameworks for moderation and reporting that are largely 

reactive and manual. Existing technologies with the potential 

to intervene in real time include automated detection systems 

that use artificial intelligence, which are still under 

development. Information professionals (such as librarians, 

journalists, and educators) are essential to resolving this crisis. 

They have the potential to evaluate sources, fact-check 

claims, and teach media literacy, thereby completing the 

technological solution to the problem and being more user-

friendly. 
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IV. CONCLUSION 
In sum, fake news and misinformation that continue to 

spread on social media pose a dynamic and multifaceted 

problem that affects political stability, public perception, and 

social trust. A comprehensive review of typologies (including 

disinformation, satire, manipulated content, rumor, and 

crowdturfing) is employed, as this research paper examines 

false information across these typologies. Additional 

complications arising from fake content are exacerbated by 

the involvement of bots and algorithmic amplification, which 

further disseminate misleading information, and by the fact 

that human moderation teams would address similar content 

on social media platforms less frequently. 

A set of steps must be taken to address this issue, rather 

than relying solely on technology. Although artificial 

intelligence and automation will be helpful in detecting and 

filtering misinformation, the role played by the human agent, 

especially information professionals, cannot be replaced. 

Librarians, journalists, educators, and those involved in the 

digital media landscape need to be equipped with critical 

media literacy and empowered to train the public in the 

verification and assessment of online media. 

Ultimately, the battle against misinformation requires an 

inclusive strategy that combines public awareness, robust 

policymaking, and the effective use of digital technologies. 

By combining human and intelligent-system expertise, 

societies can create a better, smarter, more robust, and more 

morally accountable digital world. Such efforts are needed to 

maintain high standards of information integrity in the digital 

era and to protect the discourse of democracy against the 

menace of fake news. 
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