Support Vector Regression Approach for Wind Forecasting
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1. Introduction

The government policies to fully support the G20 emphasize increased use of renewable energy. The high penetration of wind energy into power systems poses many challenges for energy system operators, primarily due to the unpredictability and variability of wind energy production. Wind power may not be provided, but accurate forecasting of wind speed and power generation helps grid operators reduce the risk of reduced electricity reliability. Accurately predicting wind speeds over 1 to 24 hours based on these conditions is important for predicting potential energy supply. These short-term forecasts are important to support wind power planning, so the required base load supply for the grid is always guaranteed (even if the wind power output fluctuates significantly). This task demonstrates that the relative forecasting performance of a support vector regression (SVR) wind forecasting system can be improved by systematically selecting and combining related input functions that affect wind speed. Shows the results of data collected in Sidrap, Indonesia, during the six months of 2019. This paper explained key methods of wind forecasting, based on the evaluation of wind speeds and wind speed prediction methods. The RMSE from the SVR shows an 8% - 9% improvement on the RMSE of the persistence forecast every 1 hour. Wind speed estimation using a support vector regression approach has the potential for further development, one of which is determining the potential location of wind-based renewable sources and Wind Energy Conversion System (WECS) can make more efficient.

This is an open access article under the CC-BY-SA license.
and wind speed. Therefore, timely and effective wind energy forecasting is essential to optimize wind farm site selection and ensure sustainable energy development.[2]–[5]

However, due to the complexity and uncertainty of the causes of wind in nature, wind speed is affected by many factors, such as wind direction and atmospheric pressure [6], [7]. Additionally, wind power is essentially a process of converting air kinetic energy into electrical energy, but the air kinetic energy reaching the wind farm is affected by many aspects [8], [9]. Multiple factors contribute to the randomness, volatility, and intermittent nature of wind power generation and make wind energy prediction difficult [10], [11].

Grid operators need to anticipate changes in wind power to plan reserve power and control grid operation. Accurate forecast wind speed to reduce reserves and increase wind energy penetration. In addition, wind forecasts play an important role in controlling control power allocation. In addition, wind forecasts are used for traditional power plant event planning and spot market electricity trading. [1]

Although the prediction accuracy of wind power forecasting is lower than the prediction accuracy of load forecasting, wind forecasts still play a key role in addressing operational challenges in electricity supply. Recently, several methods have been employed the wind forecasting. Much literature has been devoted to improving wind forecasting approaches by researchers with wide experience in field tests. A few wind forecast methods have been developed and launched on wind sites. The wind forecasting methods can generally be categorized into six groups: persistence, physical, statistical, spatial correlation, artificial intelligence, and hybrids; provide a detailed wind forecast of existing tools used to predict wind speeds and wind speeds across timescales and identifies other possible future developments.

There are many ways to predict wind, organized according to timescale and method. The chronological classification of wind prediction methods differs in describing various kinds of literature. However, combined with some references, wind forecasting methods can be divided into four categories according to the time scale. [12]

- Ultra-short-term forecasting: From a few minutes to an hour ago.
- Short-term forecasting: From an hour to a few hours ago.
- Medium-term forecasting: From a few hours to a week ago.
- Long-term forecasting: From a week to over a year ago.

Support Vector Regression is a regression algorithm in which the cost function ignores all training data within the adjustable margin (determined by the hyperparameter epsilon) around the model prediction. In addition, based on some advantages of SVR, SVR has been successfully applied to Biology, medicine, environmental protection, information technology, engineering technology, and other fields.[13]

2. **Materials and Method**

The SVR forecast is compared with the endurance forecast. The moving time window is used in SVR where, for each forward prediction step in time, the training data window is also changed. Initial training of the SVR algorithm is performed using the training dataset, with predictions made on the validation set. The training dataset includes past data of the predicted parameter. It can add additional features like wind speed at different center heights, wind speed, and air temperature to provide more information for the algorithm to make better predictions. Adding different features to the training data to improve the prediction accuracy is called feature selection or customization.
A. Support Vector Machine Theory

The non-linear epsilon insensitive SVR attempts to fit a function,

\[
\tilde{y} = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) k(\tilde{x}_i, \tilde{x}) + b,
\]

Through the training samples, where all training data points are within epsilon (\(\varepsilon\)) from the function. \(\varepsilon\) is the hyperparameter that represents the band where there would be no penalty to the function. \(K(\tilde{x}_i, \tilde{x})\) is the kernel function. In this case, the RBF kernel, defined by

\[
k(\tilde{x}_i, \tilde{x}) = \exp(-\gamma ||\tilde{x}_i - \tilde{x}||^2).
\]

\(\alpha_i\) and \(\alpha_i^*\) are the Lagrange multipliers that solve the objective function.

\[
\begin{align*}
\text{Maximize} &= \sum_{i=1}^{l}(\alpha_i - \alpha_i^*) k(\tilde{x}_i, \tilde{x}) \\
\text{Subject to,} &= \sum_{i=1}^{l}(\alpha_i - \alpha_i^*) = 0 \text{ and } \alpha_i, \alpha_i^* \in [0, C].
\end{align*}
\]

1 is the number of support vectors, and \(b\) is the bias that can be solved using the Karush-Kuhn-Tucker conditions.

\[
\max\{-\bar{\varepsilon} + \gamma_i - \langle \omega, \tilde{x}_i \rangle | \alpha_i < C \text{ or } \alpha_i^* > 0 \} \leq b \leq \min\{-\bar{\varepsilon} + \gamma_i - \langle \omega, \tilde{x}_i \rangle | \alpha_i > C \text{ or } \alpha_i^* < 0 \}
\]

From the formulation, the hyper parameter \(C\) determines the penalty assigned to target values outside the epsilon band and thus controls the degree of regularization. In contrast, the hyper parameter gamma (\(\gamma\)) is inversely proportional to the width of the RBF kernel, which is placed over each support-vector.

These hyper parameters (\(\varepsilon\), \(\gamma\), and \(C\)) used in the SVR are selected through a rough grid search using the validation set prediction, varying the hyper parameters to optimize the root mean square error (RMSE). The RMSE is calculated by

\[
RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m}(\tilde{x}_i - \tilde{x})^2}
\]

This process is repeated for each model with different training features. The final prediction is made on the testing data set. The training and validation data sets are combined to form a new training set with the optimized hyper parameters. The hyper parameter selection is made using the validation set to lessen the chances of the SVR overfitting on the testing data set. [14]

B. Data Description

This paper uses the core of windy. The following information needed to complete this study is the wind speed in the Sidrap area. The map clearly shows that the wind speed around the Sidrap area is between 7.0 and 7.5 m/s at 100 meters.
The average wind speed in the Sidrap region for a year in 2019 has also been reported by local research. The report indicates that the average wind speed is between 5.0 and 7.5 m/s. Strong winds were observed occurring from April to October, while weaker wind speeds occurred from November to March. Also, during the feasibility study conducted by the developer on 14 different wind monitoring stations in the area using direct observation and remote sensing, the average wind speed varies from 5.2 m/s to 10.6 m/s (Renewable Energy Project Report) and by a simple average of mean wind speed of 7.7 m/s can be determined for the area. It is important to know that the wind turbine specifications indicate that electricity can be generated at a minimum wind speed of 3 m/s. Looking at the "Weibull distribution," wind speeds in the region, including wind speeds between 0 and 3 m/s, turbines may stop working and produce no electricity due to this low wind speed.[15]

C. Data Pre-Processing

Wind speed data from windy is composed of measures from January 1, 2019, to August 28, 2019. Data is measured every 1 hour. For missing values, data was interpolated between previous and next. The resulting 1,600 data points were then split into the training and testing sets. The training set contains 1,200 (80%) consecutive data points from January 1, 2019. The testing set contains the remaining 400 (20%) data points from July 30, 2019. Additionally, when the proposed model of this paper was used, data were scaled between 0 and 1 to enhance SVR training time requirements.

D. Iteration Parameter EMD

Empirical Mode Decomposition (EMD) is an adaptive time series decomposition technique proposed by Norden E. Huang. [12] The principle of this signal processing method is to decompose the original time series with various fluctuations into a stationary one with different characteristics. Each series that is obtained after decomposition is treated as an intrinsic mode function (IMF), which satisfies the following two conditions: (1) in the whole-time range, the number of local external points and over zero must be equal, or the maximum difference is one; and (2) the mean value of the two envelopes formed by the local maxima and local minima, respectively, is zero at any point. [3] This method was applied in this research and used to get results in Fig.4 comparison of actual and prediction data.
E. Quality Metrics

Performance evaluation of persistence, autoregressive, and our proposed methods was done in terms of root mean square. In doing so, we provide a completer overview of the performance of the evaluated methods and their utility for wind farms. [16]

3. Result and Discussion

The RMSE of an SVR model with feature set wind actual is compared to a persistence forecast to benchmark. The persistence forecast and SVR predicts the wind speed at a 100 m hub height, as shown in Figure 1. The persistence forecast is improved at every step by the SVR. The RMSE from the SVR shows an 8% - 9% improvement on the RMSE of the persistence forecast every 1 hour.
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Figure 3. A sample coordinate take point forecast Sidrap.

In this paper, we explored support Vector Regression for forecasting accuracy of a 1 to 24-hour ahead wind speed prediction at a 100 m hub height by wind speed. Additional needed for more accuracy such as wind speed acceleration, change in wind speed acceleration, wind direction, air pressure, air temperature, and relative humidity.

A. Comparison Train and Test Data

The predictions that show the most noticeable improvement on the base case in each preceding Figure are shown in Figures 1 & 2 to provide an overall clear visual comparison of the most noted results. The SVR prediction of the wind speed at 60 m, using only the 60 m wind speed time series in the training data set, has good results Fig.4.
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Figure 4. A sample coordinate take point forecast Sidrap.

In Figs 5 & 6, detailed images of the regression hyperparameter results which have values almost similar to the data that have been taken as validation data in the 1360 to 1380 times series, there are poor estimation results as a result of training there is previous data that has decreased the intensity of the wind speed.
Figure 5. A sample coordinate take point forecast Sidrap.

Figure 5 is a timescale estimation magnification with data intervals multiples of 10; minor unfavorable results can be seen from the estimated air velocity in the 1370-1372 interval, where the estimation results (hyperplane) from breaking the limit of the value of the actual airspeed results.

4. Conclusion

Wind speed forecasting is a key component of wind energy production. Based on the simple approach in this research, it can be seen that the wind forecast for the development of Sidrap PLTB electricity production is still theoretically acceptable. Wind speed estimation using a support vector regression approach has the potential for further development, one of which is to determine the potential location of wind-based renewable sources. In addition, developments related to wind forecasting can be integrated so that it can estimate the power generated from the power plant in the next few days.
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